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| llne. It allows storing and executing instructions in an orderly process. It
own as pipeline processing.

P pe‘llmng is a technique where multiple instructions are overlapped during exe
line is divided into stages and these stages are connected with one anothert
-a pipe like structure. Instructions enter from one end and exit from anotherend. -

Pipelining increases the overall instruction throughput.

ine system, each segment consists of an input register followed
atmnal cnrcmt The reglster Is used to hold data and combmahenal
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Pipeline system is like the modem day assembly line semp in factonem
a car manufacturing industry, huge assembly lines are setup and at ea
- are robotic arms to perform a certain task, and then the car moves on ahead
arm.

‘Types of Pipeline

It is divided into 2 categories:

1. Anthmetic Pipeline
2. Instruction Pipeline

Arithmetic Pipeline

Arithmetic pipelines are usually found in most of the computers. They a |
floating point operations, multiplication of fixed point numbers etc. For exd P
input to the Floating Point Adder pipeline is:
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_aﬂ ) mt is the collection of storage units or devices together. The memory unit
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~ Thetotal memory capacuty of a computer can be wsuallzed by hierarchy of c:omponems- ,
| The memory hierarchy system consists of all storage devices contained in a computer
~ system from the slow Aux:hary Memory to fast Maln Memory and to smaller Cache

memory. ; -

Auxillary memory access fime is general!y 1000 tlmes that of the main memery, ==
hence itis at the bottom of the hierarchy. : . =

The main memory occupies the central posmon becauseitis eqmpped to communicate
directly with the CPU and with auxmary memory dewces through Input/output processor
(VO). _

When the program not residing in maln memory is needed by the CPU they are brought :
in from auxiliary memory. Programs not currently needed in main memory are
transferred into auxiliary memory to prov&de space in main memory for other programs e
that are currently in use. ! —

The cache memory is used to store program data which is currently being executed in
the CPU. Approximate access time ratio between cache memory and main memory is
= about1 to 7~10 :
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Memory Access Methods

Each memory type, is a collection of numerous memory locations. To access data from
any memory, first it must be located and then the data is read from the memory location.
Following are the methods to access information from memory locations:

1. Random Access Main memories are random access memories, in which each
memory location has a unique address. Using this unique address any memory
location can be reached in the same amount of time in any order

2. Sequential Access This methods allows memory access in a sequence or in
order.

3. Direct Access In this mode, information is stored in tracks, with each track

having a separate read/wnte head
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Bewces thaf provude ‘backup storage are called auxiliary memory. For
ly used auxiliary devices. Other devices

“example:Magnetic disks and tapes are common
- used as auxlhary memory are magnet:c drums, magnetic bubble memory and optical

disks
It is not dlrectly accessnble fo the CPU, and is accessed using the jggumm

‘channels. =5 S

Cache Memory = = =
The data or contents Bithe main memocy that are used again and again byQEu._ale ==
ln:the cache memory e} 1hat we can eas:ly access thatdata ln shorter ﬁme_
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C . unit (CPU) in your computer does the computational work—running
But modern CPUs offer features like multiple cores and hyper-threading.
se multiple CPUs. We're here to help sort it all out.

“for a CPU used to be enough when comparing performance. Things

nymore. A CPU that offers multiple cores or hyper-threading may
antly better than a single-core CPU of the same speed that doesn't
iIng. And PCs with multiple CPUs can have an even bigger
@ features are designed to allow PCs to more easily run multiple
time—increasing your performance when multitasking or under
rerful apps like video encoders and modern games. So, let's take a
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aﬁly have a single CPU. That single CPU may have |
technology—but it's still only one physical CPU uni
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‘possmle However multrple processor schedull
as compared to single processor scheduling. In multiple p oc
e cases when the processors are identical i e. HOMOGE
\ . We can use any processor available to run any
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- One approach is when all the‘ schedullng dec|5|or¥s and 10 processmg are handled by a
single processor which is called the MaéferlSarvenand the other processors executes

only the user code. This is 5|mple and wredclces‘ the need of data sharing. This enfire
~scenariois called AsymmetnclMullJproces_s‘lngl e

A second approach uses Symmeh'lclMultllprocpssmg where each processor 15 self
‘scheduling. All processes may be mHa l:o"lnmon ready queue or each processor may-

“have its own pnvate queue for |ready‘ pmcesses The schedullng proceeds further by

“having the scheduler for each procesan‘l%xamlne" the ready queue and select a process
:tO execute ‘ “ | I L I ‘|‘ }' IE ‘;l! | I lll ‘. ‘
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Il'
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[DIUNRZ LI TERT Y L R T R ONRNTE . SSEE N R U]

ne uﬁnmion of processes from one processor to anotherandtry to keep a proce
ration process rnning
- Onthe same processor This is known as processor affinity.
There are two types of processor athinity:

1 Soft Affinity =When an operating system has a policy of attempting to keep a
Process running on the same processor but not quaranteeing it will do so, this
situation is called soft affinity.

-2 l-’_ll!?d Affinity - Hard Affinity allows a process to specily a subset of processors on

- which it may run. Some systems such as Linux implements soft affinity but also
provide some system calls like sched_setatfinity() that supports hard affinity.

- Load Balancing -

i Balancing 1S the phenomena which keeps
. evenly distributed across all processors in an SMP system  Load

Q 1S necessary only on systems where each processor has its own private
process which ae eligible to execute. Load balancing is unnecessary because

slaigliqye

sor becomes idle it immediately extracts a runnable process from the
ueue. On P(symmetnic multiprocessing), it is important to keep the

rocessors to fully utilize the benefits of having more than

awaiting the CPU
T e

\
I
Lattl
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migratl'onn a task routhely checks the load on each

inds an lmbalance then it evenly distributes load on each
‘esses‘u‘f[om oveﬂoaded to idle or less busy

‘ "E:fural state and thus appears to
,;ssor; MP systems that use

n ‘systems In which each

|
.“H
il

u,I,lng

‘1problems When
Ne ],altlngforthe
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i l' |
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i to each core. Therefore if one thread stalls while

0 another thread.

;re;ding —-In coarse grained multithreading a thread
or until a long latency event such as a memory stall occurs,

at the boundary of an instruction cycle. The architectural
>ms_Include logic for thread switching and as a result the

reads is small.
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- “ physu:al CPU among the virtual machines. Most v1rtua||zed_.i:j“~_‘
| one host operating system and many guest operating systems. The

19 S cfeates and manages the virtual machines. Each virtual machine

5 p raﬁng system mstalled and applu:atlons run within that gu,ggtjggﬂ

me shanng or even ‘real time operatlon Any guest operatmg system}.
[ algorlthm that assumes a certain amount of progress in a given amount of .
e n‘egatlvely |mpacted by the vurtuahzatlon A time sharing operatlng syste'

A given 100”m|lllsecond tlme slice may take much more than 100 mllllsecon of
me. Dependlng on how busy the system is, the time slice may tak a
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